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Abstract. ALEKS, which stands for “Assessment and LEarning in
Knowledge Spaces”, is a web-based, artificially intelligent, adaptive learn-
ing and assessment system. Previous work has shown that student knowl-
edge retention within the ALEKS system exhibits the characteristics of
the classic Ebbinghaus forgetting curve. In this study, we analyze in de-
tail the factors affecting the retention and forgetting of knowledge within
ALEKS. From a dataset composed of over 3.3 million ALEKS assessment
questions, we first identify several informative variables for predicting the
knowledge retention of ALEKS problem types (where each problem type
covers a discrete unit of an academic course). Based on these variables,
we use an artificial neural network to build a comprehensive model of the
retention of knowledge within ALEKS. In order to interpret the results
of this neural network model, we apply a technique called permutation
feature importance to measure the relative importance of each feature to
the model. We find that while the details of a student’s learning activity
are as important as the time that has passed from the initial learning
event, the most important information for our model resides in the spe-
cific problem type under consideration.

Keywords: Forgetting curves · Neural networks · Knowledge space the-
ory · Adaptive learning · Permutation feature importance

1 Introduction

ALEKS, which stands for “Assessment and LEarning in Knowledge Spaces”, is
a web-based, artificially intelligent, adaptive learning and assessment system [18].
The artificial intelligence of ALEKS is a practical implementation of knowledge
space theory (KST) [5, 7, 8], a mathematical theory that employs combinatorial
structures to model the knowledge of learners in various academic fields of study
including math [14, 22], chemistry [12, 26] and even dance education [31].

Understanding the behavior of retention and forgetting within adaptive sys-
tems is an important area of research, as it has been shown that student models
can be significantly improved when these aspects of learning are accounted for
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[21, 27]. Furthermore, some previous results have emphasized the importance of
identifying the variables that affect forgetting [28, 29], while others have shown
that personalized interventions and review schedules can improve students’ long-
term retention of knowledge [16, 30].

Motivated by these previous works, in this study we analyze in detail the
factors that affect the forgetting and retention of knowledge within the ALEKS
system. Given that the retention of knowledge within ALEKS exhibits the char-
acteristics of the famous Ebbinghaus forgetting curve [1, 6, 17], we begin with
some exploratory data analysis of the factors affecting this curve. Based on these
results, we then build a comprehensive model of forgetting and retention within
ALEKS using an artificial neural network. Finally, by combining our exploratory
data analysis with an application of permutation feature importance [2, 24, 25],
we are able to get a clearer understanding of the relative importance of each of
the features to our final neural network model.

2 Background

In KST, an item is a problem type that covers a discrete unit of an academic
course. Each item contains many examples called instances, and these examples
are carefully chosen to be equal in difficulty and to cover the same content. A
knowledge state in KST is a collection of items that, conceivably, a student at
any one time could know how to do.

Another concept important to our study is the inner fringe of a knowledge
state. An item is contained in the inner fringe of a knowledge state when the
item can be removed from the state and the remaining set of items forms another
knowledge state. An inner fringe item can be viewed as being at the edge of a
student’s knowledge, as complete knowledge of the item is not required to know
any of the other items in the knowledge state.

Within the ALEKS system, the student is guided through a course via a
cycle of learning and assessments. In an assessment, a student is presented an
item for which they can attempt to answer, or they can respond “I don’t know”
if they, presumably, have little knowledge of how to solve the problem. If the
student attempts to answer the item, the response is classified as either correct
or incorrect. A course begins with an initial assessment, the goal of which is to
accurately measure the starting knowledge of the student. Then, in the learning
mode, the student is presented items based on her knowledge state, with the sys-
tem tracking the student’s performance and continually updating the student’s
knowledge state. Each subsequent progress assessment is given to a student after
some time has been spent in the learning mode, and the process continues. The
purpose of these progress assessments is to verify the student’s recent learning,
as well as to act as a mechanism for enforcing spaced practice and retrieval.

For the purposes of this study, we define retention as the act of answering
an item correctly on a progress assessment at a point in time after the item is
learned in ALEKS. We can then define the retention rate as the correct answer
rate to these assessment questions. For our analyses, we gather data from over 3.3
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million ALEKS progress assessment questions that are drawn from 10 different
math and chemistry courses. The questions we use are restricted to items that are
contained in the inner fringe of the student’s knowledge state. In looking only at
inner fringe items, we are attempting to reduce any bias from students reinforcing
the core knowledge of an item by working on related content. We partition the
data into a training set of 2, 989, 835 questions, along with validation and test
sets each consisting of 166, 102 questions. In addition to being used to train
our neural network models, we also use the training data to perform all our
exploratory data analysis. The validation set is used to test different neural
network architectures and tune the hyperparameters, while the test set is used
for the final model evaluation.

3 Forgetting Curve

As shown in [17], the retention rate of an inner fringe item in ALEKS changes as
a function of the time since the item was learned (with an item being “learned”
after a certain amount of success on the item has been demonstrated in the
learning mode). To see this, for each assessment question in our training data
we compute the number of days from the time the student learned the item to
the time the item appeared in the progress assessment, and then we group these
questions based on the outcome (correct, incorrect, or “I don’t know”). The
results are shown in Figure 1, where the solid curve (the proportion of corrects)
can be considered a forgetting curve [1, 6]. Note that this curve is analogous to
the curve first shown in [17].
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Fig. 1. Proportions of responses as a function of the time (in days) since the inner
fringe item appearing as a progress assessment question was learned.

At this point it should be emphasized that inner fringe items are at a very
specific, and critical, place in a student’s knowledge state. The overall retention
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rate on these items is relatively modest, with the average correct rate for our
dataset being 0.64. Since an inner fringe item has recently been learned by a
student, without any learning that reinforces the skill(s) contained in the item,
the relatively low correct rate is not unexpected. Thus, predicting the retention
of inner fringe items is a difficult task, as the items that are most likely to be
retained (i.e., the items with highest correct rates) would not generally be found
in the inner fringe. (See Figure 1 in [4] for an example of how the correct rate
increases for items “deeper” in the knowledge state.) That being said, there are
many factors that can affect the inner fringe correct rate, and it is important
to identify these factors when building models of retention [28, 29]. Thus, in the
next section we take a look at these factors in more detail.

4 Exploratory Data Analysis

Now that we have established a baseline forgetting curve, we can look at what
factors, or variables, affect this curve. The first variable we discuss is the knowl-
edge of the student at the beginning of the course, which is measured by what
we call the student’s initial score; this is simply the proportion of the items in
the course that are in the student’s knowledge state at the end of the initial
assessment. The results are shown in Figure 2, which compares the forgetting
curves for students in the first decile (in terms of the initial score) and in the
tenth decile. We can see that there is a relatively large gap between the two cor-
rect answer curves. Additionally, the “I don’t know” curves show an interesting
difference, in that the students in the first decile show an increasing rate of “I
don’t know” answers over time, while the students in the tenth decile have a
constant rate after about a week.
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Fig. 2. Proportions of responses conditioned on the student being in the first decile
(in terms of initial score) or the tenth decile. The top set of lines (blue) represents the
correct responses, the middle set (green) represents the incorrect responses, and the
bottom set (red) represents the “I don’t know” responses.
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The next factor we consider is the classification of the learned item after
the student’s initial assessment. An ALEKS assessment finishes with each item
classified into one of three distinct categories.

– Items that are most likely in the student’s knowledge state (in-state)
– Items that are most likely not in the student’s knowledge state (out-of-state)
– The remaining items (uncertain).

The learned items in our dataset are exclusively composed of items classified
as either out-of-state or uncertain after the initial assessment. The out-of-state
items are items that the ALEKS system, at the conclusion of the initial assess-
ment and based on the student’s responses to the assessment questions, strongly
believes the student does not know. On the other hand, the uncertain items are
those for which the system does not have enough information to make a con-
fident classification of either in-state or out-of-state. Thus, it stands to reason
that a good portion of these uncertain items are actually items that the student
already knows, in which case the forgetting curve and retention may take a dif-
ferent form. The results in Figure 3 support this conjecture, where there is a
clear separation between the forgetting curves for the uncertain items and the
out-of-state items, with the uncertain items being retained at a higher rate.

We next look at how retention is affected by a student’s learning sequence,
which is the sequence of events taken by the student when learning an item. The
possible events in a learning sequence are (a) submitting a correct answer, (b)
submitting an incorrect answer, and (c) viewing an explanation of the current
instance. If an item is deemed uncertain, a student can demonstrate mastery
of the item in the learning mode by correctly answering the first two given
instances of the item. Intuitively, if the first two instances of an uncertain item
are answered correctly, this would appear to be strong evidence that the student
does actually know the item, and that the ALEKS system simply lacked the
information to give this classification after the initial assessment (or, at the very
least, it is evidence that the student has a strong grasp of the material in the
item). These learning sequences are labeled as “CC” in Figure 3, where we can
see that the retention rate is even higher than the rate for the uncertain items.
Thus, by taking into account the specific answer pattern of a student while
learning an item, we can extract even more information about the likelihood
that the item will be retained successfully.

Continuing with our analysis of the learning sequence, we next look at the
length of the learning sequence (i.e., the number of events it contains). A first
guess would be that longer learning sequences give more practice, which would
help to improve the retention rate. However, as shown in Figure 4, the length
of the learning sequence is actually negatively correlated with the retention of
a learned item. A moment’s thought shows that this is not actually that sur-
prising. Given that the learning sequence ends when the ALEKS system decides
the student has shown mastery of an item, there is a selection effect when parti-
tioning the items by the learning sequence length. More specifically, the shorter
sequences tend to involve simpler items for which it is easier to demonstrate
mastery (and for which it is also easier to retain the knowledge), or are from
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Fig. 3. Proportions of responses conditioned on whether the ALEKS initial assessment
classified the item as out-of-state or uncertain (which are mutually exclusive categories),
or if the item has a CC learning sequence (which is a subset of the uncertain items). The
top three lines (blue) represent the correct responses, the middle three lines (green)
represent the incorrect responses, and the bottom three lines (red) represent the “I
don’t know” responses.

students who have a stronger grasp of the material (again leading to a higher
retention rate). On the other hand, the longer learning sequences either involve
noisy and difficult items (for which we would expect a lower retention rate) or
students who are struggling with the material (in which case we might again
expect a lower retention rate).

The last variable we consider is the item itself. While the majority of ALEKS
items have a similar open-ended answer format, the actual content, as well as
the intrinsic difficulty, can vary. To get a sense of these differences, Figure 5
shows a histogram of the item correct rates in the training set, restricted to the
1664 items with at least 200 data points each. The mean and median correct
rates are 0.64 and 0.65, respectively, with a standard deviation of 0.11. While
the majority of the items cluster around the mean, there are certain items with
somewhat extreme behavior. For example, the maximum and minimum values
for retention are 0.92 and 0.17, respectively, with 88 items having a rate above
0.8 and 168 having a rate below 0.5. Thus, the specific characteristics of an item
appear to have a significant effect on its retention rate.

5 Retention Models

To make use of the information discussed in the previous section, we next develop
a model of retention using an artificial neural network. This neural network
model takes the form of a classifier that attempts to predict whether or not a
student will give a correct answer when presented an inner fringe item during a
progress assessment. The following features are used to build this model.

– ALEKS course: categorical variable with 10 values
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Fig. 4. Proportion of correct responses conditioned on the number of events in the
associated learning sequence. Note that, as grouped, the correct rate is a decreasing
function of the number of events.

– Item: categorical variable with 2190 values
– Initial score: continuous variable with values in [0, 1]
– Time in days since item was learned: discrete variable with values in [0, 399]
– Learning sequence: responses encoded as a sequence of categorical variables,

each with three values corresponding to the student’s action (correct answer,
incorrect answer, reading the explanation)

The learning sequence variable is fed to a recurrent neural network (RNN), a
type of neural network that is well-suited to handling sequential data [11]. The
output from this RNN is then concatenated with the original set of features,
and this combined set of features is then fed to a multilayer perceptron (MLP).
For the hidden units of our RNN, we evaluate two different recurrent units on
our validation set: gated recurrent units (GRU) [3] and long short-term memory
(LSTM) units [13]. Additionally, the learning rate, number of hidden layers, and
number of units in each hidden layer are also tuned on the validation set. In all
cases we use batch normalization [15] while training, and we also apply early
stopping [20] and dropout [9, 23] to help prevent overfitting.

Our best performing model on the validation set, which we evaluate in detail
in the next section, is comprised of an RNN containing four layers of LSTM
units. The output from the last LSTM layer is then combined with the other
features and fed to an MLP. The MLP consists of an initial hidden layer with 800
units and 2 subsequent hidden layers with 400 units each. Lastly, each hidden
unit of the MLP uses a rectified linear unit (ReLU) as the activation function.

6 Model Evaluation and Feature Importance

One use of an accurate model of retention and forgetting would be to optimize
the set of items that are chosen to be tested in an ALEKS progress assessment.
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Fig. 5. Histogram of average inner fringe retention rate by item.

That is, if it is very likely that the student will answer a learned item correctly
on a progress assessment, it may be more beneficial to the student’s learning if
a different item, one that the student is struggling to retain, be tested instead.
In this case, the student would gain the benefits of retrieval and spaced practice
focused on the more troublesome items [16]. Under this implementation, an
effective model is one that can correctly identify items that are very likely to be
retained; thus, a natural measure of this ability is precision. Additionally, the
model must also identify a large enough subset of these items to be effective,
which can be measured by the true positive rate or recall. To that end, Figure
6 shows the precision-recall curve on the data in the test set. For comparison,
we also give the results for a baseline forgetting curve that uses only time as a
parameter and is fit to the correct rate data in Figure 1 (specifically, we use the
power function model that is discussed at length in [1]).

One common criticism of neural networks is that they are difficult to inter-
pret, and that in some cases a simpler model such as a logistic regression may be
preferable because of this. However, if the goal is to have an idea of the relative
importance of each feature to the model (which is typically the argument for us-
ing a regression model where, in theory, the coefficients can be interpreted), this
can be accomplished using a technique called permutation feature importance [2,
24, 25]. The idea behind permutation feature importance is the following. Given
a metric to evaluate the performance of our classification model, we first com-
pute the score for the classifier on our test set. Then, to determine the relative
importance of a feature (or, set of features), we randomly shuffle the values for
that feature (or, again, set of features) across all the data points in our test
set; importantly, however, while doing this we leave the order of the rest of the
features untouched. We then run this modified test set through our classifier,
extract the predicted probabilities, and then recompute the score of our chosen
metric. Comparing this score to the score on the unshuffled test set gives an
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Fig. 6. Comparison of precision-recall curves for the neural network classifier and the
single-parameter forgetting curve model.

idea of how “important” this feature is to the performance of the model; if the
feature is very important, we can expect a large negative effect on the metric’s
score on the shuffled test set, while a minor change in the score indicates that
the feature is not as crucial to the performance of the model. While some other
measures of feature importance may exhibit a bias towards categorical variables
with many values, permutation feature importance does not suffer from these
same shortcomings [25], and thus is well-suited to our neural network model.

The results from applying permutation feature importance to our classifier
are shown in Table 1, where we display the area under the curve for both the
precision-recall (PR) and receiver operating characteristic (ROC) curves, aver-
aged over 10 trials (i.e., each set of features is randomly shuffled 10 times, and
the average scores over these 10 trials are reported). We can see that the variable
with the greatest effect on the scores is the item categorical variable. Taking the
histogram in Figure 5 into account, this makes intuitive sense given that some
of the items vary widely in their overall retention rates. Additionally, while not
quite as impactful as the item variable, both the time since the item was learned,
and the information from the learning sequence, are important to the model. In
the latter case, this is supported by Figures 3 and 4, which show large differences
in retention based on the properties of the learning sequence. On the other hand,
the course variable and the initial score are the least important variables. Re-
garding the initial score, while the differences shown in Figure 2 are significant,
these differences are from a comparison of the most extreme decile groups. The
initial score has less of an effect when looking at other deciles, which most likely
explains the smaller importance of this variable to the final model.
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Table 1. Area under the precision-recall (PR) and receiver operating characteristic
(ROC) curves using permutation feature importance.

Permuted feature PR (Change) ROC (Change)

None (optimal classifier) 0.781 0.680

ALEKS product 0.765 (-0.016) 0.658 (-0.022)

Item 0.713 (-0.068) 0.591 (-0.089)

Initial score 0.760 (-0.021) 0.653 (-0.027)

Time 0.753 (-0.028) 0.641 (-0.039)

Learning sequence 0.749 (-0.032) 0.634 (-0.046)

7 Discussion and Future Work

In this paper we give a detailed study of how the retention of knowledge works
within the ALEKS system. By aggregating data from a large number of ALEKS
assessments, we are able to look at the effects of several different variables on
this retention. Based on these results, we then build a neural network model of
retention within ALEKS. This neural network combines the sequential data from
the student learning sequences with several other (non-sequential) variables to
make predictions of the likelihood an item will be retained, improving upon the
basic one-dimensional forgetting curve model. Furthermore, to help address a
common criticism that neural network models are difficult to interpret, we show
that an application of permutation feature importance to our neural network
model, combined with our exploratory analysis of the data, gives a coherent
picture of the relative importance of these variables to our model. Both the
learning sequence of the student, and the time since an item was learned, are
more informative to our model; on the other hand, the starting knowledge of the
student and the specific ALEKS course being used have relatively smaller effects.
However, the most influential information came from the categorical variable
representing the items, an indication that being able to differentiate between
the items is important when building an accurate model of retention. This last
result is seemingly consistent with studies that have shown improvements in
Bayesian knowledge tracing (BKT) models when item-specific information is
taken into account [10, 19, 32].

Given the importance of the item variable when predicting retention, it would
be of interest to explore this topic further. For example, are there certain skills
and content that characterize, or are inherent to, hard or easy to retain items?
Alternatively, it is possible that the outsized influence of the item variable is
due to something specific to ALEKS. As an example, a low retention rate could
be an indication that an item is placed at a suboptimal position within the
ALEKS system, and in such a case a student would benefit from seeing additional
prerequisite material before learning the item. Thus, it is not a stretch to think
that the information contained within the item variable may be due to factors
such as this. Answering these questions would give an even more complete picture
of how retention works within ALEKS.
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