ABSTRACT
Retrieval practice (also known as testing effect or test-enhanced learning) is a well-studied and established technique for improving the retention of knowledge. Many previous works have confirmed the benefits of retrieval practice in laboratory experiments involving the memorization of words or facts. In this study, we build on these works and analyze retrieval practice in an intelligent tutoring system. Using a large data set composed of the actions of almost 4 million students studying math and chemistry, we look at the possible benefits of retrieval practice in the ALEKS adaptive learning and assessment system. We compare two different types of retrieval practice—one involving the assessment of learned material, and another involving the learning of closely related content that builds on the learned material—leveraging the scale of the available data to control for several confounding variables. Finally, we look at the timing of retrieval practice within the system and the possible effect it has on forgetting. The results indicate that a delay in retrieval practice is associated with better retention and that, while being assessed on learned material is beneficial, the learning of closely related content is associated with an even higher rate of retention.
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INTRODUCTION
Memory and forgetting is an active area of research that is associated with a significant amount of work, both within the education domain and, more generally, as part of the fields of psychology and cognitive science. Of particular interest for our current work is the famous Ebbinghaus forgetting curve [4, 13], a model that represents the decay of knowledge over time. Many studies have looked at the conditions affecting these curves in settings as varied as laboratory experiments [17, 27, 31, 46], classrooms [2, 7, 16], and adaptive learning and intelligent tutoring systems [49, 51, 52].

Previous work has shown that learning systems can benefit greatly by accounting for the decay of knowledge. For example, models of student learning have been improved by explicitly including aspects of forgetting [11, 37, 50]. Additionally, other studies have shown that personalized interventions and review schedules can improve students’ long-term retention of knowledge [24, 35, 45, 48, 53].

Going further, an additional effect associated with forgetting is that of retrieval practice (also known as testing effect or test-enhanced learning [40]). The idea behind retrieval practice is that being forced to actively recall information can help with the long-term retention of that information [38, 40, 41, 43], with the benefits of this procedure having been confirmed in numerous studies [5, 21, 40, 41, 42]. Additionally, the importance of the timing of retrieval practice has also been investigated, with some studies indicating that having a delay between the initial learning and the retrieval practice can substantially improve long-term retention [20, 22, 36, 39].

As discussed in [1], the majority of studies on retrieval practice take place in laboratory settings. Only a relatively small number of studies have analyzed the effects of retrieval practice outside of these controlled environments (of note, however, is that two recent reviews found that retrieval practice does appear to be beneficial in classrooms [1, 30]). Furthermore, the previously mentioned studies on the benefits of delaying retrieval practice are, again, mainly from laboratory experiments, and they typically involve the memorization of words or facts. Thus, in this work our goal is to build on previous research and analyze the effects of retrieval practice within the environment of an intelligent tutoring system. In doing so, we look to evaluate the benefits of retrieval practice outside of a controlled setting and in relation to learning complex material that goes beyond the memorization of words or facts.

Specifically, we look at retrieval practice within the ALEKS system. ALEKS, which stands for “Assessment and LEarning in Knowledge Spaces”, is a web-based, artificially intelligent, adaptive learning and assessment system [29]. In the absence of data from a completely controlled experiment, we instead leverage the scale inherent to adaptive systems to run our study. Using a large data set composed of the actions of close to 4 million students, we begin by looking at the possible benefits of retrieval practice on knowledge retention and forgetting in ALEKS. Next, we compare two different types of retrieval practice that occur within ALEKS, using the large amount of available data to control for several confounding variables. Lastly, we look in detail at the timing of retrieval practice within the system and the relationship it has with forgetting.
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An important concept for our study of retrieval practice is with parentheses.” As the title suggests, this topic introduces a discipline, for this work we use “topic” exclusively. They can respond “I don’t know” if they, presumably, have presented a topic for which they can attempt to answer, or of learning and assessments. In an assessment, a student is guided through a course via a cycle of students in various academic fields. A topic in KST is a problem type that covers a discrete unit of an academic course. Each topic is composed of many examples called instances, and these examples are carefully chosen to be equal in difficulty and to cover the same content. A knowledge state in KST is a collection of topics that, conceivably, a student at any one time could know how to do. Figure 1 contains a screen capture of the question and answer interface for an example math topic titled “Introduction to solving an equation with parentheses.” As the title suggests, this topic introduces the technique of applying the distributive property to solve a linear equation. Note also that, rather than employing a multiple choice format, the question is open-ended, as the student is expected to enter the exact numerical solution (the majority of questions in ALEKS are similarly open-ended).

An important concept for our study of retrieval practice is that of prerequisite-postrequisite relationships between topics. Topic $a$ is said to be a prerequisite for topic $b$ if $a$ must be learned before $b$ can be learned; put another way, $a$ contains necessary concepts and/or skills that must be learned before it’s possible to completely master the material in $b$. In this relationship, $b$ is then said to be a postrequisite of $a$. With regards to the ALEKS system, the prerequisite-postrequisite relationships between topics are carefully defined through a combination of human expertise and data, with two topics being labeled as a prerequisite-postrequisite pair only if there is strong evidence for this relationship. Regarding the topic in Figure 1, a typical postrequisite for this topic would require that a student solve a slightly more advanced equation; for example, one such postrequisite has the title “Solving a linear equation.”

In ALEKS, the student is guided through a course via a cycle of learning and assessments. In an assessment, a student is presented a topic for which they can attempt to answer, or they can respond “I don’t know” if they, presumably, have little knowledge of how to solve the problem. If the student attempts to answer the problem, the response is classified as either correct or incorrect. A course begins with an initial assessment, the goal of which is to accurately measure the starting knowledge of the student. The initial assessment classifies each of the topics in a course into one of the three following (mutually exclusive) categories.

- Topics that are most likely in the student’s knowledge state (in-state)
- Topics that are most likely not in the student’s knowledge state (out-of-state)
- The remaining topics (uncertain)

In the learning mode, at any one time the student can work on a subset of topics from the union of the out-of-state and uncertain categories, and this subset consists only of topics that the ALEKS systems believes the student is ready to learn. In the event that a student is unsure of the procedure for solving a problem, an explanation is available that contains a worked example of the current instance. A student is said to have “learned” or “mastered” a topic in the learning mode after a certain amount of success is demonstrated, where this success is computed based on the actions and responses of the student.

Each subsequent progress assessment is given to a student after some time has been spent in the learning mode. Additionally, in each progress assessment an extra problem is chosen uniformly at random from all of the available topics in the course; this extra problem is then presented to the student as an assessment question. The response on the extra problem does not affect the results of the assessment, but the data gathered from these responses are instead used for validation and other statistics evaluating the ALEKS system. This extra problem is also important for the analyses in this current work, as it allows us to make accurate estimates of student knowledge retention. For the purposes of this work, we define retention as the act of answering a topic correctly when it appears as an extra problem at a point in time after the topic is studied in the learning mode. We then say that the retention rate is the correct answer rate on these extra problems. In what follows, any question appearing in a progress assessment that is not an extra problem is referred to as a regular assessment problem.

**EXPERIMENTAL SETUP**

Our starting data set is composed of the complete learning and assessment profiles of 3,945,684 students, with the students being drawn from courses across the entire spectrum of ALEKS products. The majority of these are math products, starting with third grade math and ending with college-level precalculus; however, there is also a sizable portion of college-level chemistry students in the data. The student actions took place over a time period starting at the beginning of 2016 and ending halfway through 2019.

As outlined in [32], many studies of retrieval practice use the following three-step experimental setup.

1. Initial study of material
2. Retrieval practice (or, a control condition as a comparison)

![Figure 1. Screen capture of an ALEKS topic titled “Introduction to solving an equation with parentheses.”](image)
(3) Final test of retention

While we must re-emphasize that we won’t be performing a true randomized experiment, we can instead leverage the large number of students in our data set to control for several different variables in an attempt to isolate, as much as possible, the effects of retrieval practice in ALEKS. In doing so, we compare two different types of retrieval practice. The first type we consider occurs when a topic is asked as a regular assessment problem on a progress assessment after the topic is mastered in the learning mode; we refer to this as assessment retrieval. In the specific context of this work, for all data points used to evaluate assessment retrieval, we require that the student has not mastered any postrequisites of the topic before it is asked on the progress assessment; by restricting our analysis in this way, we hope to reduce any possible bias that appears when students reinforce their knowledge by learning related content.

To evaluate the effect of assessment retrieval, we look at the response to the topic when it appears as an extra problem at a point in time after the retrieval occurred. As before, we want to control for any possible bias with regard to the placement of the topic in the student’s knowledge state; thus, we again require that the student has not mastered any postrequisites before the topic appears as an extra problem. We can summarize our assessment retrieval data points as follows.

(1) A topic is studied and mastered in the learning mode

(2) Subsequent to (1), the topic appears as a regular assessment problem with no postrequisite topics being mastered

(3) Subsequent to (2), the topic appears as an extra problem with no postrequisite topics being mastered

One caveat with this approach is the following. If a student answers the regular assessment problem in step (2) incorrectly, in most cases they immediately return to the learning mode and review the problem; that is, they work on the topic in the learning mode until they again demonstrate a sufficient level of mastery. Thus, in these cases the retrieval practice includes more than the one regular assessment problem. While this complication means that we must be careful when drawing inferences about the effect of a single instance of retrieval practice, we can still draw some conclusions about the effectiveness of the overall process of assessment retrieval within ALEKS, as this extra review is an inherent and important part of the system.

The other type of retrieval we consider occurs when exactly one postrequisite of a topic is mastered after the original topic is learned; we refer to this as learning retrieval. To evaluate the effect of learning retrieval, we look at the response to the topic when it appears as an extra problem at a point in time after the postrequisite learning takes place, but before any additional postrequisite learning happens. Thus, by looking only at examples in which one postrequisite topic is learned, we want to isolate the effect of the learning of related material as much as possible. Importantly, to ensure that the learning retrieval and assessment retrieval effects are kept separate, from our learning retrieval data we exclude any examples where the topic appeared as a regular assessment problem before appearing as an extra problem. To summarize, our learning retrieval examples have the following characteristics.

(1) A topic is studied and mastered in the learning mode

(2) Subsequent to (1), a single postrequisite of the topic is mastered in the learning mode

(3) Subsequent to (2), the topic appears as an extra problem (a) with no additional postrequisite topics being mastered and (b) without ever having appeared as a regular assessment problem

Note that assessment retrieval is very similar to the standard form of retrieval practice that is frequently studied in the literature, as it involves a simple test of the learned knowledge. On the other hand, learning retrieval is fundamentally different in that it consists of being exposed to new material that
builds on the learned knowledge. Due to these differences, in subsequent sections we spend a considerable amount of time analyzing and comparing the two types of retrieval.

**EXPLORATORY ANALYSIS OF RETRIEVAL PRACTICE**

For our initial analysis, we want to understand the effects of retrieval practice and whether it appears to benefit learning in ALEKS. We begin by looking at 851,266 examples that satisfy the requirements for assessment retrieval outlined in the previous section. For these data points, we compute two different forgetting curves that are indexed by the time since the topic was learned. The first curve is based on the correct answer rate to the regular assessment problems (i.e., the correct answer rate to the questions in (2) of the assessment retrieval definition given in the previous section). This curve can be viewed as the baseline forgetting curve, as it shows the correct rate of the learned topics without any retrieval practice. Next, after the retrieval practice has taken place, we can compare this curve to the forgetting curve for the extra problems (i.e., the correct answer rate to the questions in (3) of the assessment retrieval definition).

The results are shown in Figure 2. Similar to what has been shown in previous studies of ALEKS [25, 26], the correct rate for the regular assessment problems (shown by the solid line) decreases sharply within the first week or so, with the decline leveling off thereafter. On the other hand, we can see that, initially, the forgetting curve for the extra problems (dashed line) is above the curve for the regular assessment problems. However, the gap narrows as the time variable increases, and around 50 days or so the difference is minimal.

One possible confounding variable is the time at which the assessment retrieval takes place. Several previous works [20, 22, 36, 39] have shown that having a delay between the initial learning and the retrieval practice can be beneficial to long-term retention (one caveat is that these studies use smaller
time scales than what we are considering in our analysis). To investigate this further, Figure 3 displays a relative frequency histogram of the number of days between the initial learning of the topic and the assessment retrieval. Of note is that roughly 42% of the acts of assessment retrieval occur within a week of the initial learning. Next, in Figure 4 we separate the effects associated with having the retrieval practice within one week, or at a later time. The solid (blue) line again represents the regular assessment problem curve from Figure 2. Then, the dashed (orange) curve shows the retention when the retrieval takes place less than seven days after learning, while the dotted (green) curve shows the retention when the retrieval takes place more than seven days after learning. From these curves, we can see that the delay in retrieval appears to be associated with better student knowledge retention, as the dotted curve is mostly flat and stays above the other curves more than two months after the initial learning. Interestingly, the curve representing early retrieval (i.e., retrieval within a week) has a higher retention rate initially, but this rate then declines rapidly and eventually converges with the baseline retention rate.

We next perform a similar analysis for learning retrieval. Our data set contains 298,659 examples that satisfy the requirements for learning retrieval outlined in the experimental setup section. In contrast to the assessment retrieval examples, we don’t have a baseline forgetting curve as these examples specifically exclude the cases where the topic appears as a regular assessment problem. However, we can still look at the timing of the retrieval to see if this affects the overall retention. The results are shown in Figure 5 where, similar to the results in Figure 4, the later retrieval appears to be associated with better student knowledge retention. We explore the timing of retrieval practice in more detail in subsequent sections.

**COMPARING THE BENEFITS OF LEARNING RETRIEVAL AND ASSESSMENT RETRIEVAL**

In order to contrast the benefits of learning retrieval and assessment retrieval, we start by directly comparing the extra
problem forgetting curves in Figure 6. The learning retrieval curve contains 298,659 data points and the assessment retrieval curve has a sample size of 851,266; note that the learning retrieval curve combines the two extra problem curves from Figure 5, while the assessment retrieval curve is the same as the extra problem curve from Figure 2.

The curves start with roughly the same values, but the assessment retrieval curve then shows a steeper decline and stabilizes at around the 0.6 mark; for comparison, the learning retrieval curve ends with a value of about 0.64. While the difference in the figures is clear, another possible confounding variable that is not controlled for is the individual student. That is, it is possible that certain types of students may be more prone to one or the other type of retrieval, which may bias our comparison. For example, if a student is very strong and learns many problems, she may be more likely to appear under the learning retrieval category; on the other hand, a student who learns a topic and then does very little else is more likely to appear under the assessment retrieval category. So, to control for this possible bias, we use the following matching procedure to randomize the “treatment” (i.e., the type of retrieval) at the student level.

- Find all examples of assessment and learning retrieval in which the extra problem appears at least two weeks after the initial learning
- From this reduced data set, find all students who have examples of both types of retrievals
- Choose half of the students at random; for these students, choose at random one assessment retrieval example each
- For the other half of the students, choose at random one learning retrieval example each

After implementing this procedure, we now have a data set in which each of 67,080 students appear exactly once; thus, we’ve removed the dependence in our data at the student level. Additionally, by dividing the students randomly between the two retrieval categories we are attempting to remove any sampling bias from the type of retrieval. Finally, by removing examples where the time from the initial learning to the time the topic appeared as an extra problem is less than two weeks, we can focus on how the retrieval practice affects long-term retention; note that, as shown in Figure 6, after two weeks the curves have mostly flattened out.

The forgetting curves based on this new data set are shown in Figure 7. The curves are close, with the learning retrieval curve appearing to be slightly higher. To get a more precise measure of the differences between these two categories, our next step is to fit a logistic regression with the student’s answer to the extra problem (correct or incorrect) as the dependent variable, while the following are our independent (predictor) variables.

- x1: Time in days between the initial learning and appearance as an extra problem
- x2: Uncertain status of the topic (one if the topic is classified as uncertain; zero if it is classified as out-of-state)
- x3: Number of correct answers when learning topic
- x4: Number of incorrect answers when learning topic
- x5: Number of explanations viewed when learning topic
- x6: Time in days between the initial learning and the retrieval
- x7: Type of retrieval (one if learning retrieval; zero if assessment retrieval)

The variable x7 is our main focus, as its coefficient gives an indication of the relative difference between the retention rates of each type of retrieval. The other variables are introduced to control for possible confounding effects. The overall forgetting aspect is represented by x1; as mentioned previously, by looking only at examples for which x1 is greater than two weeks, we’re attempting to minimize this effect to some degree.
Then, x2 differentiates between topics that are classified as uncertain by the initial assessment and those classified as out-of-state; as some uncertain topics may be known by students at the time of the initial assessment (the assessment simply didn't have enough information to make this determination), we typically expect the average correct rate for uncertain topics to be higher than for out-of-state topics. Next, variables x3-x5 are used to control for the amount of difficulty the student experiences when learning the topic, while x6 then represents the timing of the retrieval. Table 1 contains descriptive statistics for each of these variables.

However, even with these additional predictors, another confounding variable that we have not completely controlled for is the topic that is being studied, as the forgetting curves are aggregated over all the topics in our dataset. Given that students are guided through a course based on their current knowledge, the topics that appear are not independently sampled; that is, the data points pertaining to the same topic (most likely) share some underlying dependence or correlation. As evidence of this, the topic variable was by far the most important feature for the model of retention that was built in [26], and thus it seems likely that the effects of retrieval practice may differ somewhat across the topics. To control for this, we use a multilevel design where the data points associated with each topic are considered a “group” or “cluster.” We then build a marginal (or, population-average) model using a generalized estimating equation (GEE) [18, 19, 23]. All our models are fit using the GEE class in the statsmodels [44] Python library.

GEE models were developed specifically to handle correlated data, and they are commonly used in epidemiological studies and studies containing repeated measurements. When using a GEE model, we must specify the type of correlation structure for the data within each group. An advantage of GEE models is that, even if this structure is misspecified, the parameter estimates are statistically consistent, and only the efficiency of these estimates is compromised [18, 23]. Two common choices are an exchangeable correlation structure and an independence correlation structure. The exchangeable structure assumes that there is some common dependence between all the data in a group, while the independence structure assumes that there is no dependence within each group [18, 19, 47].

We use the Quasi-AIC (QIC) score [33] to help choose between these two different correlation structures. Since the estimating equations used in GEE models are not necessarily likelihood based, the QIC score is an alternative to the Akaike Information Criterion (AIC) [3] that can be used to compare the fits of different GEE models [18, 33]. Based on a comparison of the QIC scores for the two correlation structures, along with our prior belief that the data points pertaining to the same topic are correlated, we use the exchangeable correlation structure as our preferred model. The results from this model are reported in Table 2.

As seen in Table 2, the coefficient of the retrieval variable (x7) is significantly different from zero, with the 95% confidence interval ranging from 0.117 to 0.197. To get a sense of how much the variable affects the model predictions, we use the mean values from Table 1 for variables x1 to x6, and then compare the results for x7=0 and x7=1. For x7=0 the predicted probability is 0.618, while it is 0.654 when x7=1. To visualize these results, in Figure 8 we’ve reproduced the forgetting curves from Figure 7, but we’ve also added the predictions from the logistic regression based on the time since the original learning; in these predictions, we’ve again used the average values for x2 to x6, while now varying both x1 and x7.

While the above model gives some indication that learning retrieval is associated with better retention, our exploratory analysis in the previous section indicates that the timing of the retrieval has a large influence on the overall effectiveness of
retrieval practice. Though we’ve included a variable for this in our regression, our next model attempts to more completely take this timing into account. To that end, we replace \( x_6 \) and \( x_7 \) (the time of the retrieval and the type of retrieval, respectively) with a more comprehensive set of variables. We first add 10 indicator (dummy) variables representing the number of weeks after learning that the retrieval takes place. These indicator variables are described in detail in Table 3.

Next, to test for a difference between the two types of retrieval, we add additional indicator variables that model the interaction effects between the timing of the retrieval and the type of retrieval. Specifically, these variables start with the same values that are described in Table 3, with the difference being that we multiply each of these values with a categorical variable that represents the type of retrieval (one if learning retrieval; zero if assessment retrieval). Thus, we simply repeat the values of \( x_6 \) through \( x_{15} \) if we have an instance of learning retrieval and, otherwise, the values of \( x_{16} \) through \( x_{25} \) are all zero.

For example, suppose we have an instance of learning retrieval that occurs 19 days after the initial learning. Then, according to Table 3, the value of \( x_8 \) would be one (as the retrieval occurs between 14 and 21 days after learning). Furthermore, since this is a learning retrieval example, the corresponding interaction term, \( x_{18} \), would also have a value of one. On the other hand, if this were an example of assessment retrieval, \( x_8 \) would still have a value of one, but then all of the interaction terms (including \( x_{18} \)) would have a value of zero. Since the values of \( x_{16} \) through \( x_{25} \) are (possibly) non-zero only for learning retrieval examples, by examining the coefficients of these predictors we can compare the two types of retrieval, while controlling for the timing of the retrieval more completely.

The coefficients of the interaction terms (\( x_{16} \) through \( x_{25} \)) are shown in Figure 9. While only the first three values (representing weeks 0, 1 and 2) are statistically significantly different from zero, it’s clear that the overall trend is for the coefficients to be positive. Thus, since these variables represent the interaction between the occurrence of learning retrieval and the timing of the retrieval, this is evidence that learning retrieval is associated with better retention than assessment retrieval is, even when taking into account the timing of the retrieval.

Combining the various results from this section, there is strong evidence that, within the ALEKS system, learning retrieval is associated with better retention than assessment retrieval. This evidence appears even after controlling for several confounding variables, through a combination of randomization and the use of a multilevel model. As mentioned previously, one complication is that in some of the assessment retrieval examples, a student actually reviews the topic before it appears as an extra problem. However, as this extra retrieval practice should only be beneficial to retention (or, at the very least, it should not adversely affect retention), and in light of the fact that assessment retrieval is associated with lower retention in ALEKS, it’s not much of a stretch to conclude that this same association would be present if the reviewing component of assessment retrieval were completely removed.

A possible explanation for the superior results associated with learning retrieval is that, within ALEKS, learning a topic is an involved process requiring a student to solve multiple instances of the topic; furthermore, this process applies and consolidates the knowledge from the prerequisite topic. In comparison, being assessed on a topic only requires answering one instance of the topic, regardless of whether or not the submitted answer is correct. Additionally, several concepts and results from the educational psychology literature may be involved here, and we return to this analysis in the discussion section.

**ANALYZING THE TIMING OF RETRIEVAL PRACTICE**

In this section we take a deeper look at the effects of the timing of the retrieval practice. Starting from our data set consisting of 851,266 assessment retrieval examples, we extract two new data sets to analyze. For the first of these new data sets, we choose the examples such that we have a fixed interval for the time between the initial learning and the appearance of the extra problem. Specifically, we find all the students who have at least one data point for which (a) the retrieval occurred less than 56 days (8 weeks) after the initial learning and (b) the extra problem appeared at least 60 days after the initial learning, but no more than 90 days. The motivation for (b) is that, to separate as much as possible the effects of the timing of the retrieval from the overall forgetting of knowledge that occurs, we want the appearance of the extra problem to be in
a fixed time window after learning. Then, for each student we randomly choose one of these data points, ensuring that we remove the dependence at the student level.

Our second data set uses a moving interval for the appearance of the extra problem, and this interval varies based on the timing of the retrieval. To accomplish this, we find all students with at least one data point for which (a) the retrieval occurred less than 56 days (8 weeks) after the initial learning and (b) the extra problem appeared at least 60 days after the retrieval took place, but no more than 90 days after the retrieval. Thus, while the 60 to 90 day window in the previous data set was based on the initial learning, now it is based on the timing of the retrieval. So, for example, if the retrieval happened 12 days after the learning of the topic, the extra problem appears somewhere between 72 and 102 days after the initial learning.

As it’s not obvious that one of the two procedures is superior, by analyzing both data sets we hope to obtain stronger evidence for any effects associated with the timing of the retrieval. To that end, we again fit multilevel GEE logistic regressions using the topics to form our groups. We use variables x1 through x5, introduced in the previous section, as well as 56 indicator variables, one for each of the possible days after learning in which the retrieval takes place. For the fixed interval data set, the values of the indicator variable coefficients are shown in Figure 10. We can see that the coefficients are smallest within the first few days of learning, and then steadily increase until about day 30. While the subsequent values are noisier (this is exemplified by the larger error bars), there again seems to be an upward trend starting at around day 40. The results for the moving interval data set are shown in Figure 11, where the overall trend of the coefficient values is similar to that shown in Figure 10; the values are smallest within the first few days, and then steadily increase until roughly day 30, as before. However, one difference from Figure 10 is that there is seemingly less of an increase after day 40. (In this analysis, note that we’re simply comparing the trends of the

The lowest benefit of retrieval at day zero is seemingly consistent with prior research (albeit, on different time scales) such as [22], where it was shown that delaying the first act of retrieval practice led to better long-term retention. Additionally, in works such as [20] and [36], it was shown that having longer spacing between repeated retrieval attempts resulted in a large improvement in long-term retention. The reason given for these effects is that delaying the retrieval practice makes it more difficult, and it is thought that some difficulty in retrieval is beneficial for long-term retention [28, 41]. This idea is sometimes described as desirable difficulties [8, 9].

Next, in Figures 12 and 13 we perform the same analysis for our learning retrieval data. Here, the results are much different. While the values within the first few days appear to be lowest, the rest of the values are relatively flat, and the overall increasing trend is very mild. Thus, this seems to indicate that learning retrieval is much less sensitive to the actual timing of
DISCUSSION

In this work we studied in detail the effects associated with retrieval practice in the ALEKS adaptive learning system. After controlling for several confounding variables, we found evidence that, within the system, the students in the learning retrieval category had better retention rates in comparison to the students in the assessment retrieval category. That is, the students who learned a postrequisite topic retained the knowledge of the original topic better than the students who were assessed on the original topic. Additionally, we also looked at how the timing of this retrieval affects retention. While the timing had a more dramatic influence on assessment retrieval, in both types of retrieval the retention was lowest when the retrieval practice happened within the first few days of learning.

Our experimental design attempted to control for several confounding variables; this included variables related to both the topics and the individual students. As an alternative, instead of the randomized matching procedure we applied to our data, another possibility would have been to use a within subjects design. However, using this design in combination with the topic clusters results in multiple levels that are not nested, complicating the building of a marginal model. Additionally, we believe that the randomized matching procedure is less biased and more closely approximates a fully randomized experiment. While the method we employed has the obvious drawback of removing data from our analysis, the large amount of students in the full data set compensated for this and gave us the flexibility we needed to complete our analyses. Thus, for all of these reasons, we decided to use this particular experimental design to focus on the overall benefits of retrieval practice within ALEKS.

Now, as this is still fundamentally a quasi-experimental study, it is possible that some confounding variables were not properly controlled for. Thus, further research is necessary before any strong inferences and claims can be made about the causal effects of learning and assessment retrieval in intelligent tutoring systems. With that caveat in mind, however, we can analyze the results from this study within the context of the existing body of work on retrieval practice. Regarding the advantage of learning retrieval, admittedly, this is not the result that the authors expected to see when this work began. However, with the wisdom gained from the benefit of hindsight, there are several factors that may explain and contribute to this effect. To start, from an implementation standpoint, mastering a topic in the learning mode is a more intensive activity in comparison to being assessed on a topic. Mastering a topic requires a student to work on multiple instances of the topic, and it has been shown that repeated acts of retrieval are more beneficial than a single act [21, 36, 40]. Another important aspect is obtaining feedback during retrieval practice, which also helps with the long-term retention of knowledge [6, 10, 34]. When the retrieval practice happens during the assessment, the student does not receive immediate feedback on the correctness of their answer; on the other hand, while learning the postrequisite topic, the student gets feedback each time an
answer is submitted and, additionally, has access to an explanation of the problem that contains a worked out example.

Furthermore, based on the idea that difficult retrieval practice is more beneficial than easy practice (i.e., desirable difficulties), learning retrieval would appear to have another advantage. As the postrequisite topic contains more advanced material than the original topic does, it’s likely that learning the postrequisite is more difficult in comparison to being tested on the original topic; this extra difficulty would then, presumably, be more beneficial to retention. The desirable difficulties concept also coincides with the observation that both types of retrieval practice are associated with better retention when the retrieval is delayed by at least a few days. This last result aligns with previous work in this area [20, 22, 36] showing that a delay in retrieval introduces extra difficulties, which then benefits retention.

Additionally, our analysis provides evidence that the effectiveness of assessment retrieval continues to increase as the retrieval is delayed further. Based on the plots in Figures 10 and 11, the best results are obtained when the assessment retrieval takes place at least 21 or so days after learning. A possible explanation for this observation again comes from the desirable difficulties framework. That is, being tested on a topic immediately after learning it is much less challenging than being tested on the topic 21 days later; this is clearly seen from the regular assessment problem forgetting curve in Figure 2, where the correct rate drops by roughly 20 percentage points from day 0 to day 21. Thus, the increased difficulty associated with the later retrieval times could explain, at least in part, the greater benefit on retention after a few weeks. On the other hand, learning retrieval is much less sensitive to the timing of the retrieval (Figures 12 and 13), and there is evidence that the full benefits of learning retrieval are gained after a short delay of only a few days. A possible explanation is that the difficulty of learning a postrequisite is not as dependent on the time since the original topic was learned; that is, forgetting has less of an effect on the difficulty of the retrieval, as learning retrieval requires the mastery of completely new material (and not just the recalling of already learned material). The result is that the difficulty of the task stays relatively constant over time, as then does the effect on retention. Furthermore, the repeated practice that occurs with learning retrieval is likely a factor as well, as it may help compensate for any forgetting that has occurred.

Putting this all together, the suggested effects of retrieval practice that we observed are consistent with the previous body of research in this area. Importantly, however, while other studies observing such effects have concentrated more on pure memorization and are mostly performed in controlled laboratory settings, our setup is much different. The material that is learned and tested in our data consists of complex math and chemistry problems, rather than words or simple facts. Additionally, all of the learning takes place within an intelligent tutoring system in an uncontrolled manner. While the obvious drawback is that this introduces extra complexities when attempting to isolate these effects, the upside is that we get to observe retrieval practice “in the wild”, so to speak; that is, we observe these effects in a messy, real-world learning environment. Thus, it is both interesting and informative to see many of the same general effects that have been observed in laboratory studies of forgetting and retrieval practice play out in the environment of an intelligent tutoring system.

If these findings hold up under further scrutiny, there are a couple of ways in which they can be used to benefit students working in adaptive learning and intelligent tutoring systems. Given the hypothesized effectiveness of learning retrieval, one could argue that allowing students to progress faster through these systems and learn more material is a viable strategy, as such learning can act as an ongoing form of retrieval practice. That is, relying less on assessing and confirming already learned material, and focusing more on the learning of new concepts, may help student learning. Additionally, the observation that the effectiveness of retrieval practice increases after a long delay is important, as in the case of assessment retrieval it’s an argument for decreasing the frequency and duration of these types of assessments.

Confirming the benefits of learning retrieval would also lend some validity to the prerequisite-postrequisite pairs used in the ALEKS system. Given that the analysis of learning retrieval relies on strong prerequisite-postrequisite relationships between topics, another direction for future research would be to analyze these specific relationships in more detail. For example, do certain types of postrequisite topics have characteristics that work better for learning retrieval? On the other hand, if a postrequisite does not seem to be helpful for learning retrieval, further investigation into the validity of the prerequisite-postrequisite pair may be warranted.

As mentioned previously, learning complex material in subjects such as math and chemistry is, in some sense, very different from the type of retrieval practice typically encountered in the literature. While we have positioned this study within the context of such previous work, much of what we observed may in fact be due to the benefits of practicing procedural knowledge, as a reviewer suggested, rather than the more straightforward act of simply retrieving information. Based on this idea, it would be of interest to see if the benefits of retrieval practice are influenced by the specific focus and content of the topics. Exploring these relationships further would improve our understanding of the potential benefits associated with the various types of retrieval practice.
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